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Abstract. Nowadays technological advancement can be seen in the medical field
starting frommedical devices, data collection, analysis to diagnosis and treatment
recommendations for diseases. Drug and treatment recommendation is one of the
most popular applications,which is nowobserved and used by everyone in this dig-
ital era. These types of recommendation systems usually require a huge set of data
from the patients and an efficient Machine learning-based model to conclude sig-
nificant insights that can help in the prediction of the best possible medications for
a particular disease. The health-related recommendation systems can be proved as
a significant tool in the healthcare sector for speeding up various decision-making
processes such as health insurance, clinical pathway-based treatmentmethods, and
assisting doctors by recommending drugs using a patient’s health profile. People
frequently utilize social media to explore their health issues, therefore there is now
a wealth of information on social networks that may be leveraged to create various
health-related recommendation systems. In this research, a deep learning-based
based drug recommendation system using N-Gram is provided, which uses patient
review data as input and sentiment analysis to choose the appropriate treatment for
the ailment. The accuracy achieved, shows the efficacy of the proposed approach
for the real time applicability of the model.

Keywords: Recommender system · Drugs recommendation · Deep learning ·
N-grams · Reviews

1 Introduction

In the past few years, healthwas themost discussed topic on the internet due to theGlobal
Covid outbreak. Due to the lockdown and availability and popularity of the virtual space,
almost all people were looking for health-related solutions on the internet [1]. Thus, the
majority of people log on for health-associated troubles to educate themselves. On the
other side, the young, as well as the old generation, is also searching out fitness-related
facts on the web. At some point, part of the population is also involved in searching for
similar stories to resolve or to assist their mental health-related issues [2]. Thus, it can
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be seen that nowadays, people are actively participating in sharing and discussing their
health-related issues on the internet through various platforms, and thus a wide range
of related data is available on the internet. This type of patient-related data available on
socialmedia can be proved as a significant tool in the healthcare sector such as suggesting
health insurance, clinical pathway-based treatment methods, and drug recommendations
based on the patient’s health profile or assisting doctors [3].

A drug recommendation system is a framework for the healthcare sector that recom-
mends the best drugs for a particular disease by analyzing data related to patients such
as their background, reviews, other diseases, etc. [4, 5]. Any healthcare system requires
studying huge data of the patients to conclude significant insights and help in the predic-
tion of the best possible medications for the disease. With the advancements in machine
learning (ML) and deep learning (DL) technologies, this huge amount of patient data
can be used to extract meaningful insights for the betterment of the healthcare sector
[6, 7]. Over the past decade, researchers have been analyzing the emotional impact of
user experience and the severity of adverse drug reactions by extracting sentiment and
semantic information from patient data [8, 9].

In this paper, a drug recommendation framework is proposed, and its operation is
illustrated. The frameworkmakes use ofmodern technologies, such asmachine learning,
natural language processing, sentiment analysis, etc., to uncover the interesting records
that are hidden in the data andminimizemedical errorsmade by doctorswhen prescribing
medications. A database module, data preparation, data visualization, recommendation,
and a section for model evaluation make up the proposed framework’s many modules.
The publicly accessible dataset on Kaggle [10] is used to create the suggested rec-
ommender architecture using machine learning N-Gram and Lightgbm algorithms. The
main objective of the proposed work is to provide an optimizedmodel for the medication
suggestion framework to achieve the measurements like great exactness, adaptability,
and proficiency.

With the goal of offering a better platform for the automation of Drug Recommenda-
tion, the work on the proposed system is presented as Sect. 2 represents the background
and related work present on the Drug Recommendation System. Section 3 represents
the adopted methodologies for the proposed system. Section 4 represents the outcome
of our proposed system and the last section i.e.; Sect. 5 represents the conclusion and
future scope of the presented work.

2 Background and Related Work

In today’s era, the most significant and researched topic on the internet is health care or
health-related information. In this digital space, everyone is looking for quick solutions,
so the majority of people go online for health-related issues to educate themselves [1].
Nearly 60% of adults, according to a study [2], look online for adequate health infor-
mation, with 35% of respondents focusing solely on online illness diagnosis. Previous
studies have also shown that users are often looking for stories from “patients like them”
on the Internet, which is hard to find among their friends and family [3, 4]. This kind of
affected person-related facts available on social media may be proved as a substantial
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tool in the healthcare area from a specific point of perspective including health insur-
ance, clinical pathway-based remedy strategies, and other drugs primarily based on the
affected person’s fitness profile or assisting doctors.

To draw important conclusions and aid in the prediction of the best treatments for a
condition, a healthcare system needs to analyze vast amounts of patient data. With the
development of machine learning (ML) and deep learning (DL) technologies, it is now
possible to use this enormous amount of patient data to derive insightful information
that will improve the healthcare industry [6, 7]. By collecting sentiment and semantic
data from patient data, researchers have spent the last ten years examining the emotional
influence of user experience and the severity of adverse drug reactions [8, 9].

For as long as decade, analysts have been examining the enthusiastic effect of client
experience and the seriousness of antagonistic medication responses by extricating feel-
ing and semantic data [11]. Past examinations have shown that wellbeing-related client-
produced content is helpful according to various perspectives. One of the benchmark
papers in this space was composed by Jane Sarasohn-Kahn [2]. It expresses that clients
are regularly searching for stories from “patients like them” on the Internet, which is
elusive among their loved ones. For as long as decade, analysts have been examining the
enthusiastic effect of client experience and the seriousness of antagonistic medication
responses by extricating feeling and semantic data [12, 15]. Leilei Sun [1] inspected
enormous scope treatment records to find the best treatment solution for patients. The
thought was to utilize a productive semantic bunching calculation assessing the simili-
tudes between treatment records. In likemanner, the creatormade a system to evaluate the
sufficiency of the proposed treatment. This construction can endorse the best treatment
regimens to new patients according to their segment areas what’s more, unexpected
problems. An Electronic Medical Record (EMR) of patients assembled from various
centers for testing. The outcome shows that this system further develops the fix rate.
Xiaohong Jiang et al. [1] analyzed three unmistakable calculations, choice tree calcula-
tion, support vector machine (SVM), and backpropagation brain network on treatment
information. SVM was picked for the drug proposition module as it performed really
well in every one of the three novel limits - model precision, model capability, model
adaptability. Furthermore, proposed the slip-up actually take a look at framework to
guarantee investigation, accuracy and organization quality.

Because of an absence of trust and nature of client communicated clinical language,
broad examination in the clinical and wellbeing area has not been finished [13, 14].
Along these lines, we expect to construct a stage where patients and clinicians can look
by side effects and get drug proposals, symptoms of medications and acquire bits of
knowledge into patients’ portfolio.

3 Proposed Framework

The pipeline used to develop the proposed drug recommendation framework is presented
in Fig. 1.
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Fig. 1. Process for the development of proposed framework

3.1 Dataset Description

The dataset used in the experiments is a patient medication survey dataset containing
ascribes like unique Id, drug name, condition (disease of the patient), date, helpful count,
audits, and appraisals given by the patient as shown in Table 1.

Table 1. Data heads and their attributes

Attributes Description of attribute Type of attributes

DrugName It is a categorical attribute which specifies the name of the
drug prescribed by the practitioner

Categorical

Condition It is a categorical attribute which states that in which
condition or disease the drug is prescribed by the practitioner

Categorical

Review It is the text review given by patient about the drug Text

Rating It is the overall patient satisfaction score Numerical

Date It is a date attribute which tells the date of entry of review Date

Useful count It is the number of patients that find the review useful Numerical

3.2 Data Understanding and Pre-processing

It comprises of dataset collection, reviewing, cleaning and dataset preprocessing. The
real-world information is raw information which can be splitted and unorganized and
is unable to be used for training of the model. So, information cleaning is used to

Fig. 2. Checking and counting null values
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clean information. It consists of null/missing values processing, correlation analysis and
removing duplicate data. The result is presented in Fig. 2.

Data Exploration: Following steps are followed during Data Exploration

(i) Analyzing patient ids to check if a patient has written more than one review
(ii) Find count of drugs for each condition by analyzing condition and quantity of drugs.

Data Cleaning; Following steps are followed during Data Cleaning

(i) Find the count of missing or empty fields for all the dimensions.
(ii) These none values can be removed, ignored or filled so the rows with missing

values can be deleted.
(iii) Remove the redundancy in the dataset to normalize the data
(iv) Delete the rows with only drug as only one drug is unable to recommend the best

one.
(v) Words like don’t need, never, etc. should be removed from stop words as they don’t

possess any specific results about the attitude of review. At last removal of stop
words is done to clean the reviews.

3.3 Data Visualization

Data Visualization is the process to visualize the data and relationships among different
attributes and how one attribute depends on the other Some snapshots of relationships
of attributes are shown below:

(i) Standard Data Cleaning techniques are applied to look at invalid qualities, copy
columns, eliminating anomalies, and text from lines in this examination. Hence,
eliminated each of the 1200 invalid qualities lines in the conditions segment.

(ii) Figure 3 shows top conditions with maximum number of drug available. After
removing conditions that have no meaning, the dataset reduces to 212141 rows.

Fig. 3. Drugs per conditions
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3.4 Approaches

Sentiment Analysis-Sentiment analysis is a technique for NLP that determines the
emotional undertone of a body of text. This is a common method used by companies to
gather and classify opinions. To mine text for sentiment and subjective information, it
uses data mining, machine learning, and artificial intelligence. In Sentiment Analysis,
predefined labels positive or negative is given to text document [16].

N-gram model-N-grams are a chunk of subsequent words, by studying these
sequences we can efficiently understand the context in which a particular word is used.
Example – the word ‘book’ can be used in different contexts like – to ‘book’ tickets, read
the ‘book’. Here the word book is used as the verb in the first phrase while as a noun in
the latter. So, in order to efficiently understand the context of the word, N-grams look at
the after the word and before the word and then determine if the word is used as a noun
or verb in the sentence or in other context. N in N-grams denotes the number of words
machine will look at before and after the target word. Ex- This ‘book’, A ‘book’, Your
‘book’ are all examples of bi-grams where before word ‘book’ is a noun. Bi-grams are
the two pairs of words to look at before and after the target word while sliding over the
words. The context can be extended by going to tri-grams which means looking at three
pairs of words before and after the target word [17, 18].

Feeling investigation helps assessing the exhibition of items or administrations from
client created substance. Vocabulary based opinion investigation approaches are liked
28 over learning-based ones when preparing information isn’t satisfactory. Existing
vocabularies contain just unigrams alongside their feeling scores. It is seen that opin-
ion n-grams shaped by joining unigrams with intensifiers or invalidations show further
developed outcomes. Such opinion n-gram vocabularies are not openly accessible. This
paper presents a procedure to make such a vocabulary called Senti-N-Gram. Proposed
rule-based methodology removes the n-grams opinion scores from an irregular corpus
containing item surveys and relating numeric rating in 10-point scale. The scores from
this computerized system are contrasted and that of the human annotators utilizing ttest
and viewed as genuinely same N-grams can also be used to capture words in positive or
negative context or viceversa. Example – ‘the staff were not friendly, terrible really’. In
this sentence ‘Not friendly’ and ‘friendly terrible’ is enough context to elucidate that the
word ‘friendly’ is used in a negative context. In isolation the word ‘friendly’ is positive
in when we are looking forward ‘terrible’ and backward ‘not’ which cancels out the
positive meaning of the word [19, 20].

4 Implementation and Results

In this section, various results obtained during the development of model are presented.
Figure 4, presented the view of the dataset used in the experiment after pre-processing of
the data. It contains the patient unique Id and the six attributes as discussed in previous
section.
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Fig. 4. Dataset description

Some of the results obtained during visualization of the dataset are presented in Fig. 5
and 6, which shows the popular drugs, and most common conditions among patients
respectively.

Fig. 5. Popular drugs

Fig. 6. Most common conditions in patients

Furthermore, during sentiment analysis of reviews, the world cloud of all reviews
is presented in Fig. 7, followed by the world cloud of positive and negative reviews in
Fig. 9 and 10 respectively. The weightage of positive and negative reviews is presented
in Fig. 8.

After the classification of positive and negative sentiments, the analysis through 1–4
g is performed to check that which corpus best classifies the emotions. After analysis of
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Fig. 7. World cloud of reviews

Fig. 8. Sentiment visualization of patients

Fig. 9. World cloud of positive reviews

1–4 g, it has been observed that 4-g classifies emotions much better than other grams,
thus 4 g is used for further processing.
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Fig. 10. World cloud of negative reviews

Fig. 11. Distribution of useful counts

From the distribution of useful Count shown in Fig. 11, it can be observed that the
contrast between least and greatest is 1291, which is high. Likewise, the deviation is
gigantic, which is 36. The justification behind this is that the more medications individ-
uals search for, the more individuals read the survey regardless of whether their items
are fortunate or unfortunate, which makes the most of the help exceptionally high. Thus,
when designing the model, standardization is done on conditions.

Furthermore, for the prediction of reviews through sentiment analysis, various ML
models have been used and tested such as Random Forest, Naïve Bayes, and Linear
Regression. For this purpose, the raw text of the review is converted into a numeric data
representation through a vectorization approach so that it can be used by a numerical
classifier. Vectorization is done via the TF-IDF method which involves creating tokens
(i.e. individual words or groups of words extracted from the text). Once the list of tokens
is created, they are assigned an index integer identifier which allows them to be listed.
It can help in providing the count of number of words in the document and normalize
them in such a way that de-emphasizes words that appear frequently (like “a”, “the”,
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etc.). This creates what is known as a bag (multiset) of words. Such a representation
associates a real-valued vector to each review representing the importance of the tokens
(words) in the review. This represents the entire corpus of reviews as a large matrix
where each row of the matrix represents one of the reviews and each column represents
a token occurrence. Term-Frequency Inverse Document-Frequency (TF-IDF) is a way
of handling the excessive noise due to words such as “a”, “the”, “he”, “she”, etc. Clearly
such common words will appear in many reviews, but do not provide much insight into
the sentiment of the text and their high frequency tends to obfuscate words that provide
significant insight into sentiment.

For emotion analysis using a word dictionary, deep learning with an n-gram app-
roach is used, where Harvard emotional dictionary is adopted. For feature analysis idea
of attempting to derive importance out of the vectorized features by k-clustering by sim-
ilarity. To compensate the limitation of natural language processing, Lightgbm machine
learning model can be used, and reliability can be further secured through useful count
The accuracy of the various tested models is presented in Table 2, and the output of the
prediction task for a particular condition is presented in Fig. 12.

Fig. 12. Prediction results
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Table 2. Accuracy of tested models

Vectorizer Model Accuracy

TF-IDF Linear regression 78.2%

Naive Bayes 75.2%

Random forest 83.1%

N-Gram based model 89.4

5 Conclusion and Future Work

Reviews have nowbecomepart of our daily life, such asE-commerce reviews,Restaurant
Reviews, fashion reviews, etc. Inspired by this, Sentiment Analysis on drug reviews is
presented in this paper, where various ML-based approaches have been used to analyze
the sentiments behind patient reviews to recommend drugs for a particular condition
using Sentiment Analysis on Reviews. The result shows the Deep Learning frame work
using N gram achieved an accuracy of 89.4%. As future work productivity of proposal
framework can be expanded by including age of the individual, segment data during the
preparation stage. Additionally, the brand and the substance contents accessible in the
medication can work on the suggested prescriptions.
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